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Abstract– When channel is severely frequency selective, Orthogonal Frequency Division 
Multiplexing (OFDM) is a suitable candidate for high rate communications. In multipath fading 
channels like harsh underwater channels, due to Inter Carrier Interference (ICI) and Carrier 
Frequency Offset (CFO) the performance of this technique is dramatically decreased. Therefore, 
these effects must be alleviated to overcome the performance degradation. To do that, first the 
CFO’s must be estimated. In this paper, we consider an underwater channel with three sets of 
paths and we assume that the paths in each set have similar Doppler scale factor. For minimum 
transmission power, Zero Padded OFDM (ZP-OFDM) is considered. We propose a new method 
based on MUltiple SIgnal Classification (MUSIC) technique that facilitates the estimation of 
multiple CFO’s in Under Water Acoustic (UWA) channel and compare it with the derived 
Maximum Likelihood (ML) estimator algorithm. Simulation results show that the proposed 
method is robust against the received Signal to Noise Ratio (SNR) variations.           
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1. INTRODUCTION 
 

The OFDM technique, a multi-carrier modulation scheme in which broadband data is transmitted in 
parallel as K narrowband channels on K orthogonal subcarriers, has been extensively used by the radio 
technology standards. It allows designing low complexity equalizers to deal with highly dispersive 
channels [1]. UWA channels are wideband in nature and severely suffer from time varying, multipath and 
frequency selectivity in its broad transmission band. Reverberation is caused mainly by the multiple 
reflections/diffusions/diffractions of the transmitted signal by the surface and bottom interfaces [2]. 
Motivated by the success of OFDM in radio channels, there is an interest in applying OFDM in 
underwater acoustic channels [3]-[5]. In this paper, using ZP-OFDM in the underwater acoustic channel 
[5] instead of CP-OFDM to minimize the transmission power it is preferred.  

Time-varying channel of underwater acoustic communications due to transmitter, receiver, or surface 
motion induces broadband Doppler shifts that are not uniform across OFDM subcarriers. A common 
approach for compensating the dominant Doppler components is to estimate the time compression or 
dilation of packets by detecting the start of two consecutive synchronization pattern, comparing the 
received versus the transmitted synchronization pattern-to-pattern, and resampling the received signals to 
undo any compression or dilation [6]. It was shown in [7] that resampling of an OFDM signal will 
approximately reduce the Doppler distortion to a residual narrowband component. In fact, this residual 
narrowband component is the so called Doppler distortion, i.e., Carrier Frequency Offset (CFO). Note that 
CFO induced by the time variable channels destroys the orthogonality between OFDM subcarriers and 
thus degrades the system performance and increases the complexity of the equalizers [8]. Also, a UWA 
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channel is wide-band in nature, thus, it is more affected by CFO. This phenomenon severely reduces the 
performance of the OFDM system in the UWA channels [9]-[14]. To reduce the performance degradation, 
the effect of CFO must be compensated effectively [15]. 

However, for CFO compensation, first, it must be estimated. In several papers, various methods for 
CFO estimation have been proposed. In [4], a method based on null subcarriers energy has been suggested 
to estimate CFO. An iterative CFO and sparse channel estimation based on matching pursuits (MP) 
algorithms has been designed in [9]. In [10], adaptive algorithms of [11] are adopted for online CFO 
estimation. In [16], the process of removing the CFO is an iterative one, using a guess-and-check method. 
In the proposed method, the receiver walks through a range of possible CFO values at a step size of 0.1 
Hz. At each step, it compensates the CFO before FFT processing, and then performs pilot-based channel 
estimation in the frequency domain. Subspace-based CFO estimators are developed to utilize the 
covariance matrix of the received signal with the assumption that null subcarriers are located at the end of 
blocks in [17] and [18]. Also, in [19] a blind ML estimator of CFO has been proposed based on two 
identical received blocks.  

All of the previous works in this area assumed that the signal transmission paths have similar Doppler 
scaling factor. In this paper, we assume that the channel has three sets of paths. For each set, a different 
Doppler scale of other sets has been considered. In fact, the received paths in the multipath channel are 
divided into three sets, one of them being near to the line of sight (LOS) of the transmitter/receiver, the 
other is above the LOS reflected from the sea surface, and the last one lies under the LOS reflected by the 
bottom of the sea. As seen from Fig. 1, it is assumed that each path contains a bunch of rays with the same 
delay, but different from the other paths.  

 
Fig. 1. Traveling paths between transmitter and receiver 

 

Therefore, a different Doppler scale for each one is considered. Due to having three different Doppler 
scales, there will be three CFO’s in the received signal which must be estimated. In this paper, for 
simultaneous estimation of these three offsets, a new method is proposed based on MUltiple SIgnal 
Classification (MUSIC) algorithms. To comparise the proposed algorithm, we also use the Maximum 
Likelihood (ML) estimator and conduct some simulations based on the proposed algorithm and the ML 
estimator. Our proposed method and ML estimation can be applied when more Doppler scales and 
consequently more CFO’s are considered in the UWA channel.    

The rest of this paper is organized as follows. In section 2, the UWA channel is characterized and 
some concepts of ZP-OFDM are described. In section 3, the MUSIC method is used to describe a CFO 
estimation approach. In Section 4, we present the ML method to estimate CFO’s in the received signal. In 
section 5, some computer simulations are conducted for the proposed MUSIC based and the ML 
estimation methods. Finally section 6 concludes the paper.  

 
2. UWA CHANNEL CHARACTERIZATION AND ZP-OFDM  

 In this section, at first, some concepts of the ZP-OFDM are described and then the UWA channel is 
characterized and applied to the ZP-OFDM. Then, b is considered as Doppler scale factor estimation 
which scales each path duration T to T/(1+b). This causes carrier frequency offset which results in ICI that 
needs to be compensated.  
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a) The ZP-OFDM and channel characterization   

OFDM is a special case of multi-carrier transmission, where a signal data stream is transmitted over a 
number of lower rates subcarriers (SCs). One of the main reasons of using OFDM is to increase robustness 
against frequency-selective fading or narrowband interference. In OFDM, serial data are converted to 
parallel data in the subcarriers. If OFDM symbol duration is T, frequency space of subcarriers will be 
Δf=1/T and then frequency of kth subcarrier will be fc+kΔf, where fc is the carrier frequency. By assuming 
the transmitted data sample on the kth subcarrier is Sk and the number of subcarriers is N, OFDM symbol 
in the baseband can be written as 


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Considering (1), the transmitted signal in the pass-band is then given by 
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Where, Tg is the guard interval, KA is the number of active subcarriers and Kn is the number of null 
subcarriers. Therefore, K=KA+Kn is the total number of subcarriers. Also, g(t) does zero padding in the 
transmitted signal, which is described as 
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and UA is the active subcarriers set. ai, Cil, τil are constants over an OFDM block duration T′=T+Tg.  
For the channel model, we consider a multipath underwater channel that has the impulse response [5], 
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l                                                                          (4)   

Where Cl(t) is the amplitude of lth path and τl(t) is its time delay which depends on the time t and δ is Dirac 
delta function. Here, three Doppler scaling factors are adopted for the paths. By considering the same 
scale factor for the bunch ray of each path, we can write the paths’ delays as, 
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Where ia is Doppler scale factor of ith path, and il  is the l ray delay in the i th path. Therefore, channel 
impulse response can be written as follows:   
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Using distributive law for convolution operation, the pass-band received signal can be written as, 
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Where L1, L2 and L3 are the number of the ray in 1st, 2nd and 3rd path sets, respectively, and n(t) is additive 
noise which is zero mean and its variance has been assumed σ2.   

b) Compensated output and CFO representation 

Various methods to Doppler scale estimation are developed in different papers. In [7], a resampling 
method has been proposed based on the assumption that all the paths have the same Doppler scaling 
factor. This is not the case in a complicated UWA channel. In this paper, we assume three paths with 
different scaling factor for the propagated signal. When one common Doppler scaling factor has been 
involved in the channel model, Doppler scaling factor can be compensated by resampling [7].  It is clear 
that the relation between the baseband signal )(~ ty and the pass-band signal )(ty can be written as,  
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The resampling method has been shown effective to compensate the scaling factor in the underwater 
communications [7, 20]. This technique can be done in the pass-band or the baseband. For example, such 
as the work in [5], for the baseband resampling, we have     
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Where, )(~ ty  is the baseband equivalent of the received signal and )(~ tz is the baseband resampled signal. 
To compensate the Doppler scale factors and estimate the CFO’s, we suppose that the scaling factors’ 
values of the different paths are close to each other. Therefore, it is possible to write ai=b+δi, δi˂˂b, this 
means that ai is close to b. So, a similar parameter b has been considered for all the paths. Indeed, in all 
paths, there is a small difference in ai’s. Here, we consider the resampling of the   pass-band  signal )(ty . 
By considering fkff ck  , separation of the summations on k and l, and using equation (4), the resampled 
pass-band signal z(t) can be obtained as 
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Where υ(t) is the scaled version of n(t)  by factor (1+b), so, υ(t) is an additive white noise as well. By the 
assumptions, considering Doppler scale factor b is near to a1, a2, a3, we can use the approximation 
(1+ai)/(1+b)≈1. As can be seen in (7), three CFOs can be defined as follows:
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The above defined parameters 1 , 2  and 3  show residual Doppler effects that are the same for all 

subcarriers in every path set and disturb the orthogonality of the subcarriers resulting in ICI in OFDM 

system. Then, these effects must be compensated. To do that, first, they must be estimated. In the next 

section, we propose a method based on MUSIC technique. 
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3. MUSIC-BASED METHOD FOR CFO ESTIMATION 

 In this section, we use the well-known spectral estimation technique, the MUSIC algorithm, to estimate 
the residual CFOs. The common scale factor b can be compensated by resampling the pass-band signal, as 
mentioned in the previous section.  

It can be seen from (10) and (11) that there are three CFO’s in the received signal that cause ICI. 
Some methods for CFO estimation in underwater communications are proposed based on the MUSIC 
method in the literature. In [5], a CFO estimation algorithm was proposed using null subcarriers for each 
OFDM block within a data packet. In this method, null subcarriers are used to facilitate estimation of 
CFO. Energy of null subcarriers is used as a cost function and CFO estimation is performed by computing 
minimum of the null subcarriers energy over different CFOs. In fact, the authors in [5] have proposed an 
exhaustive search for finding the CFO by minimizing the defined cost function. However, it seems that it 
is difficult to use this method for three CFO’s directly. So, in this paper, we propose a new method based 
on the MUSIC technique by applying an appropriate modification to this technique. For this purpose, in 
the next subsection we review some technical points of the MUSIC algorithm.  

a) MUSIC technique 

MUltiple SIgnal Classification (MUSIC) method is derived using the covariance model for the signal. 
In this method, it is desired to estimate the frequencies ωk , k=1,…,n, for a signal that is described by the 
following model: 
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Where E is the expectation operation and (*) denotes the Hermitian transpose of a matrix. Now, let 

m  21  denote the eigenvalues of R arranged in
 
non-increasing order

 
and let  n21 v,,v,v 

 
be 

the eigenvectors associated with  n ,,, 21  , respectively, and  nm21 g,g,gG    is a matrix where its 
columns are the set of

 
orthogonal

 
eigenvectors corresponding to mn  ,1 . 

If we define  Tmjj
i

ii ee  )1(1)(  a , it is shown that for each ωi, we have [11]:   

  ,,;0)()( 
iii nmaGGa                                                    (15) 

MUSIC technique defies the inverse of the left hand side of (15) as a criterion for estimating the desired 
frequencies. Therefore, the locations of the peaks of the following expression will be the desired 
frequencies:  
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Sometimes (16) is called “pseudo spectrum” since it indicates the presence of sinusoidal components in 
the signal, but it is not a true power spectral density. Ideally, it can be concluded from (15) that, 
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In the MUSIC method, the estimation of ωi is based on (17). In practice, an estimation of matrix 
covariance is used in place of R, and eigenvalues and eigenvectors of this estimated covariance are used. 
The practical covariance matrix can be defined as, 
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Where N is the number of samples and ti is the i th sample time. So, (17) does not hold exactly. In this 
case, the frequencies ωi’s can be estimated by locating the peaks of the following expression:  
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Where, Ĝ is a measurement of G. 

b) The proposed CFO estimation method 

Now, the MUSIC method is used to estimate CFOs. If we use (19), 3kA frequencies will be estimated 
for expression (10), where kA is the number of active subcarriers. But, our goal is to estimate three CFOs 
which are added to k-dependent frequencies in each summation term in (10). So, (19) cannot be directly 
used to estimate CFOs. The estimation of three CFOs is performed by locating the peaks of the following 
expression, which is obtained by modifying the MUSIC pseudo-spectrum given in (19): 
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Note that the MUSIC method is suitable when all frequencies are unknown and independent from each 

other. However, in our problem, the unknown frequencies ωi’s are not independent from each other, such 

that the differences between the frequencies of the subcarriers correspond to the CFOs. In the MUSIC 

pseudo spectrum given by (17), the denominator becomes equal to zero for each value of ωi’s. This fact 

can be used for finding the frequencies of subcarriers (ωi’s).Similar to this situation, the summation in the 

denominator of our proposed criterion in (20) becomes equal to zero when the value of ԑi is selected 
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 . As a result, the proposed criterion (20) can be used to search the correct value of ԑi. In 

fact, this results in a peak for each CFO in the modified pseudo-spectrum given in (20). Therefore, the 

proposed method is much more compatible with our problem in this paper, because it searches only for the 

three CFOs. Note that this method can be used even if there are more than three Doppler scaling factors in 

the received signal. In the next section, we derive the ML estimate of the CFOs in our problem to compare 

the results of the proposed method based on the MUSIC technique.  
 

4. ML METHOD FOR CFO ESTIMATION 

 In this section, for the sake of comparison with our proposed MUSIC technique, the ML method is used 
for simultaneous estimation of CFO’s. Using the considered assumptions in the previous sections, the 
received pass-band signal in (10) can be rewritten as: 
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The above equation is derived from (10) when (1+ai)/(1+b)s are considered equal to 1. The above 
received signal consists of three parts. In each part, we define:
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By substituting (22) in (21), the pass-band received signal can be written as  
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To obtain the discrete time model of z(t), we sample the received signal in (23) by sampling time Ts. 
Therefore, we have  
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                                               (24)
 

Let us define the following parameters for convenience:  

    iikii fSkHkS  2,2,
~

                                            (25)
 

Considering these definitions and combining (24) and (25), we obtain the following for the discrete time 

signal model of its equivalent continuous baseband signal. 
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To write the problem in a formal structure, now, we define three matrices and three vectors as 
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Where N and K are the number of samples and subcarriers, respectively, and T denotes the transpose 
operation. Also, we know that the well-known DFT (FFT) matrix is defined as 
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Then, using (26)-(28), the vector for the received signal can be arranged as 

υwspwspwspz 332211 
                                                     

(29) 
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Where υ is zero mean white Gaussian noise vector, and z is the received signal vector. If variance of the 
Gaussian noise is σ2Ι, then it is easy to show that the logarithmic likelihood function can be written as 

 
     33223322 wspwspwspzwspwspwspz
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Np                                           (30) 

Where function p(.) defines the probability density function,  ‘*’ denotes the Hermitian operation and 
φ=[ϕ1   ϕ2   ϕ3] is the desired vector that must be estimated. By using Newton-Raphson algorithm, φ can be 
estimated iteratively as shown below: 
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Where I is Fisher information matrix. Here, this information matrix will be 
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Now, we are ready to discuss the convergence of (31) and Cramer Rao Lower Bound (CRLB) to 
compare the performance of the MUSIC and ML methods with the ideal lower bound on the simulated 
Mean Square Errors (MSEs). The convergence of (31) is dependent on the number of samples, i.e., N in 
(26) and other parameters of the considered OFDM systems. In this paper, we consider N as high as where 
ML method captured the best performance in the MSE sense.   Simulations show that after merely 10 
iterations the MSE of the ML method reaches the minimum level for a given SNR. 

We know that a useful factor which provides a lower bound on the variance of any unbiased 
estimator is CRLB. At least it offers a benchmark for the sake of comparison. The parameters’ vector, like 
the case of this paper, allows obtaining a bound on the variance of each element of the unknown vector 
that must be estimated. The CRLB for each element of the unknown vector is the i th element of the main 
diagonal in the inverse of Fisher matrix, that means  
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Where I(θ) is the P×P Fisher information matrix and it’s elements are  defined by, 

  Pji
p

EI
ji

ji ,...,1,;
);(ln

)(
2

, 














 θx                                                (34) 

Where p(x;θ) is the conditional PDF of the random vector x, conditioned on unknown vector θ. Since the 
derived likelihood function is composed of different matrices, analytical computation of Fisher 
information matrix and its inverse will be complicated. In addition, having analytical form of CRLB may 
not help us in this paper. Thus, we conduct some simulations and compare the results of the proposed 
technique and ML method with the results of the simulations in the next section.  



Multiple CFO estimation in OFDM underwater… 
 

December 2014                                                                   IJST, Transactions of Electrical Engineering, Volume 38, Number E2      

145

5. NUMERICAL RESULTS AND DISCUSSIONS 
 
 In this section, some computer simulations of CFO estimation in the UWA channels are conducted. For 
highlighting the MUSIC-based results, the considered values of CFOs in some of the simulations are 
higher than usual, moreover, the differences between the CFOs have been assumed more than typical 
values. Note that we have also considered some simulations with usual CFO values. In all of the 
simulations, the estimation of the angular frequency have been assumed, i.e., ωi’s are in the interval of (-π, 
π). So, the actual and estimated values are ωi = (2πԑi/fs) and ῶi = (2πԑ̂i/fs), respectively, where fs is the 
sampling frequency. Through these relations one can easily compute the CFO value. For the sake of 
comparison, we have run the simulations for different OFDM systems. Table I shows our proposed 
MUSIC based method estimations. Besides, we summarize the OFDM system parameters and SNR value 
of our first scenario in this table. In this simulation, OFDM symbol duration is 75ms. As we can see from 
Table I, the estimated values and the real values are very close to each other. Figure 1 shows the pseudo-
spectrum according to the contents of Table 1. This figure exhibits the results of the MUSIC-based 
method for the first scenario.  

Table 1. Simlation results of the MUSIC based method for the first scenario 

Estimated frequncy 
Desired            

frequencies 
SNR(dB) No. of subcarriers 

No. of OFDM 
symbols 

3682.0ˆ

0184.0ˆ

3508.ˆ

3

2

1









 

3667.0

0189.0

3516.0
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





  
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Fig. 1. Pseudo-spectrum of MUSIC based CFO estimation for the first scenario given in Table 1 

The second and third scenarios are OFDM systems with parameters given in Table 2 and 3. In these 
scenarios we consider that the OFDM symbol duration is 42.66ms. The simulations have been done for 
two different SNRs.  

Table 2. Desired and estimated CFO for the second scenario with SNR=12.5dB using MUSIC based method 

Estimated frequencies 
Desired 

frequencies 
NO. of subcarriers 

NO. of OFDM 
symbols 

9001083.0ˆ

8503321.0ˆ

8010625.0ˆ

3

2

1



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Table 3. Desired and estimated CFO for the second scenario with SNR=20 dB using MUSIC based method 

Estimated frequencies Desired frequencies 
NO. of 

subcarriers 
NO. of OFDM 

symbols 

900867.0ˆ

850097.0ˆ

800503.0ˆ

3

2

1









 

9.0

85.0

8.0

3

2

1









 
512 64 

The estimation results are shown in Table 2 and 3 for moderate SNR=12.5 dB and high SNR=20 dB, 
respectively. In Tables 4 and 5, The estimation results of the proposed MUSIC method for SNR=0 dB and 
SNR=15 dB are shown, respectively. The parameters of the OFDM system have also been summarized in 
these tables. These results show that at the low SNR, i.e., SNR=0 dB, the estimated frequencies in the 
proposed method are close to actual values and increasing the SNR to 15 dB makes the estimated values 
much better. So, we can conclude that the proposed method is robust against the SNR variations. 

Table 4. Desired and estimated CFO WITH SNR=0 DB using MUSIC based estimation method 

Estimated 
frequencies 

Desired 
frequencies 

NO. of 
iterations 

NO. of 
subcarriers 

No. of OFDM 
symbols 

90026.0ˆ

85045.0ˆ

80008.0ˆ

3

2

1







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Table 5. Desired and estimated CFO WITH SNR=15 DB using MUSIC based estimation method 

Estimated frequencies 
Desired 

frequencies 
NO.of 

iterations 
NO. of 

subcarriers 
No. of OFDM 

symbols 

90003.0ˆ

85007.0ˆ

80000.0ˆ

3

2

1









 

9.0

85.0

8.0

3

2

1









 
10 512 8 

In Fig. 2, the ML and MUSIC estimation methods have been compared. The MSE of the ML method has 

been considered after 10 iterations. As we see in this figure, the ML estimation method is better than 

Music method. But, note that the ML method needs much more computation because of inverse 

computation of 3×3 Fisher information matrix and running the algorithm for some iteration.  Moreover, 

each of the elements in Fisher matrix has a complicated form that implies many computations, especially 

if more CFOs need to be estimated, Fisher information matrix becomes bigger and bigger. Therefore, the 

computation load is extremely high in these scenarios. But, in the proposed music based method, there are 

fewer computations and every number of CFOs is easily estimated by (20). Thus, in these cases, the Music 

based method is more effective. To obtain insight regarding the ML estimation convergence, a simulation 

to compute the MSE of the different iterations in the ML method has been provided.  Figure 3 shows the 

MSE of the ML method up to four first iterations based on (31).  After 4 iterations the differences in ML 

estimation results are small and the results are almost the same as each other. In this simulation, the 

system parameters given in Table 4 are used. Also, Fig. 4 shows the frequency ML estimation and the 

CRLB for the system with characteristics of Table 5. It is seen from this figure that the ML estimator 

cannot reach the CRLB for the given scenario and at low SNRs. It is clear that the proposed method 

cannot capture the CRLB, too. 
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 Fig. 2.  RMS error of frequency estimation in the ML and MUSIC based methods (for
2 ) 

 

 

 

 

 

 

 
 
 

Fig. 3. ML frequency estimation results provided by four first iterations based on Eq. (31) 
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Fig. 4. ML estimation and CRLB versus SNR  

 
6. CONCLUSION 

 In this paper, OFDM system was considered for application in UWA channel with non-uniform Doppler 
shifts. The channel was considered to have three Doppler scaling factors. After compensating Doppler 
scale factor, a new method based on MUSIC technique has been proposed for estimating residual Doppler 
effects that were in the form of three carrier frequency offsets. Also, estimation has been done by use of 
ML method. Then, computer simulation results of ML and proposed method were shown for different 
scenarios with different system parameters. It seems that ML based method is more complicated. We can 
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see from simulations that the ML method gives more accurate estimations of desired frequencies for 10 
iterations, but this method shows more computations. These more computations are related to 3×3 fisher 
information matrix and its inverse and iterations. If more CFOs are required to be estimated, the fisher 
information matrix will be bigger and ML method will be more complicated, too. Thus, in these cases, 
using the proposed method is better than ML method.  
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