BLOCK SUBSPACE PURSUIT FOR BLOCK-SPARSE SIGNAL RECONSTRUCTION
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Abstract– Subspace Pursuit (SP) is an efficient algorithm for sparse signal reconstruction. When the interested signal is block sparse, i.e., the nonzero elements occur in clusters, block sparse recovery algorithms are developed. In this paper, a blocked algorithm based on SP, namely Block SP (BSP) is presented. Contrary to the previous algorithms such as Block Orthogonal Matching Pursuit (BOMP) and mixed ||_2/||_1-norm, our approach presents better recovery performance and requires less time when non-zero elements appear in fixed blocks in a particular hardware in most of the cases. It is demonstrated that our proposed algorithm can precisely reconstruct the block-sparse signals, provided that the sampling matrix satisfies the block restricted isometry property - which is a generalization of the standard RIP widely used in the context of compressed sensing - with a constant parameter. Furthermore, it is experimentally illustrated that the BSP algorithm outperforms other methods such as SP, mixed ||_2/||_1-norm and BOMP. This is more pronounced when the block length is small.
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1. INTRODUCTION

The most important purpose of the Compressed Sensing (CS) is the reconstruction of an unknown vector from an under-determined system of linear equation [1], [2]. The CS has gained a fast-growing interest in many different communication fields such as channel estimation [3], [4], error-correcting codes [5] and other fields (see e.g.[6]).

Consider the equation \( y = Dx \), where \( x \) is an unknown \( K \)-sparse signal of length \( N \), \( D \) denotes a sampling matrix of size \( L \times N \) (where typically \( L < N \)) and \( y \) denotes the measurement vector of length \( L \). Generally, when \( K = N \) one can hope that the solution of the recent equation is unique for a large enough \( L \). It has been shown that if \( D \) is chosen properly and \( x \) is sufficiently sparse, then \( x \) can be recovered from \( y = Dx \) [7].

In order to obtain the sparsest solution of \( y = Dx \), the solution for the minimum number of nonzero components should be investigated (that is minimum \( l_0 \) norm); however, finding the minimum \( l_0 \) norm is an intractable problem as the dimension increases (because of combinatorial search) [8]. In addition, the minimum \( l_0 \) norm is too sensitive to noise, which makes the approach less popular.

The two most commonly used signal recovery algorithms are Basis Pursuit (BP), or \( l_1 \) - minimization approach [1], [9] and Orthogonal Matching Pursuit (OMP) [10]. In the BP algorithm, the sparse signal is the solution of minimum \( l_1 \) norm, i.e. the solution which minimizes \( \sum |x_i| \). Such a solution can be
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easily found by linear programming (LP) methods. The main criteria to find out whether BP can recover the data is the Restricted Isometry Property (RIP) [11]. By utilizing fast LP algorithms, specifically interior-point methods, large-scale problems become tractable, although the process is very slow. The OMP algorithm is one of the conventional greedy algorithms, which is used in CS area because of its simplicity. The RIP has been studied for OMP, similar to BP method. In [12], the authors showed that OMP can exactly recover any \( K \)-sparse signal in no more than \( K \) steps if the RIP of order \( K + 1 \) with isometry constant \( \delta < \frac{1}{3\sqrt{K}} \) is satisfied. OMP is quite fast, but it is a greedy algorithm and does not provide a good estimate of sources. Along with the previous approaches, other algorithms like SL0 [13] have also been suggested that are faster than BP while providing at least the same accuracy.

The conventional sparsity model assumes that the nonzero coefficient elements can be located anywhere in the vector. In some practical scenarios such as when dealing with multi-band signals [14], equalization of sparse communication channels [15] and magnetoencephalography [16], the nonzero coefficients might occur in blocks. In such cases the signals will be referred to as block-sparse signals.

The question which would arise is whether the block-sparse signal exposes better recovery properties than treating the signal as being sparse in the conventional sense. This problem is considered in [17], where it is shown that, a mixed \( \ell_2/\ell_1 \)-norm recovery algorithm, as a suitable extension of the BP method to the block-sparse case [7], guarantees recovery of any block-sparse signal if \( D \) has a small block RIP [17]. However, this algorithm is computationally complex, as we have a complicated optimization problem. For the more general setting of model-based compressive sensing, which includes block-sparsity as a particular case, it is shown in [18] that an extension of the CoSaMP (Compressive Sampling Matching Pursuit) algorithm [19] can yield excellent recovery reconstruction properties for block sparse signals. Other beneficial algorithms are BOMP [7] and BSL0 [20] which generalize the OMP and SL0, respectively. BOMP is a block version of the OMP and does not provide a good estimation of sources. Although the BSL0 has the advantages of SL0, the setting of input parameters causes the BSL0 method to become partly complicated. Like the conventional sparse algorithms, the recovery condition of some block-sparse methods such as BOMP has been considered in [21]. It was shown that if the sampling matrix \( D \) satisfies the Block RIP of order \( K + 1 \) with isometry constant \( \delta_d < \frac{1}{1 + 2\sqrt{K}} \), BOMP can exactly recover block \( K \)-sparse signals in no more than \( K \) steps.

In this paper, a block version of the Subspace Pursuit (SP) [22] -which is more efficient than CoSaMP [22]- is introduced, termed Block-SP (BSP). This approach is mainly based on the SP and BOMP algorithms. Then, the recovery performance of this method using Block RIP is analyzed. It is illustrated that the proposed algorithm outperforms both BOMP and mixed \( \ell_2/\ell_1 \)-norm algorithms.

The rest of the paper is organized as follows: the next section introduces the basic principles of block sparse signal reconstruction. The proposed method is introduced in Section 3. The main point of formal proof for guaranteed reconstruction performance of BSP method is considered in Section 4. In Section 5, the proposed method is implemented. Also, a comprehensive comparison between this method and the conventional SP, BOMP and mixed \( \ell_2/\ell_1 \)-norm methods is performed and the results are presented. Finally, a brief conclusion is given in Section 6.

## 2. BLOCK SPARSITY AND BLOCK RIP

In this section, we present some main concepts of block sparse signal recovery, including block sparsity and block RIP. Then, we consider four Lemmas that are a block version of Lemma 1 and Lemma 2 in [22]. The Definitions and Lemmas which are mentioned in this section are used in our algorithm specifically in the next sections.
a) Block sparsity

A block-sparse signal can be stated as follows,

\[
\mathbf{x} = [x_1, \ldots, x_d, x_{d+1}, \ldots, x_{2d}, \ldots, x_{N-d+1}, \ldots, x_N]^T,
\]

where \(x^T[i], i = 1, \ldots, M\) is called the \(i^{th}\) block of \(\mathbf{x}\) and \(d\) is the block size. The signal \(\mathbf{x}\) is \(K\)-sparse if, at most, \(K\) blocks of the signal out of \(M\) are nonzero. According to the definition of mixed \(L_2/L_0\)-norm [17], block sparsity can also be stated as,

\[
\|\mathbf{x}\|_{2,0} = \sum_{i=1}^{M} I(\|\mathbf{x}[i]\|_2 > 0),
\]

where the indicator function \(I(.)\) is defined as follows,

\[
I(\|\mathbf{x}[i]\|_2) = \begin{cases} 1 & \|\mathbf{x}[i]\|_2 > 0 \\ 0 & \text{otherwise} \end{cases}
\]

It is clear that when \(d = 1\), the block sparsity reduces to the conventional sparsity.

b) Block RIP (BRIP)

Before the definition of BRIP, we review the conventional RIP [11]. A matrix \(\mathbf{D} \in \mathbb{R}^{L \times N}\) satisfies the RIP of order \(K\) if there exists a constant \(\delta \in (0,1)\) such that,

\[
(1 - \delta)\|\mathbf{x}\|_2^2 \leq \|\mathbf{D}\mathbf{x}\|_2^2 \leq (1 + \delta)\|\mathbf{x}\|_2^2
\]

holds for all \(\mathbf{x} \in \mathbb{R}^N\) assuming that \(\|\mathbf{x}\|_0 \leq K\). In [17], this property is generalized to block-sparse vectors and therefore leads to the following definition.

**Definition 1. (Block RIP)**[17] The matrix \(\mathbf{D} \in \mathbb{R}^{L \times N}\) has the BRIP with parameters \((K, \delta_d)\) where \(\delta_d \in (0,1)\), if for all \(d\) -block \(K\)-sparse \(\mathbf{x} \in \mathbb{R}^N\) we have,

\[
(1 - \delta_d)\|\mathbf{x}\|_2^2 \leq \|\mathbf{D}\mathbf{x}\|_2^2 \leq (1 + \delta_d)\|\mathbf{x}\|_2^2
\]

The BRIP can be defined in other forms. However, the block truncation should at first be defined.

**Definition 2. (Block Truncation)** Suppose that \(\mathbf{D} \in \mathbb{R}^{L \times N}\), \(\mathbf{x} \in \mathbb{R}^N\) and \(I \subseteq \{1, \ldots, M\}\). Let \(|I|\) denote the size of \(I\). The matrix \(\mathbf{D}_I \in \mathbb{R}^{L \times |I|}\) consists of the columns of \(\mathbf{D}\) with indices \((i-1)d + 1\) to \(id\) for \(i \in I\) and \(\mathbf{x}_I \in \mathbb{R}^{|I|}\) denotes a vector whose elements start from the \((i-1)d + 1)\)th element of \(\mathbf{x}\) and ends at the \(id\)th element for \(i \in I\). The space spanned by the columns of \(\mathbf{D}_I\) is denoted by span \((\mathbf{D}_I)\).

Now, BRIP can also be expressed in the following form,

A matrix \(\mathbf{D} \in \mathbb{R}^{L \times N}\) is stated to satisfy the BRIP with parameters \((K, \delta_d)\) for \(0 \leq \delta_d \leq 1\), if for the index set \(I \subseteq \{1, \ldots, M\}\) \((|I| \leq K)\) we have,

\[
(1 - \delta_d)\|\mathbf{x}_I\|_2^2 \leq \|\mathbf{D}_I\mathbf{x}_I\|_2^2 \leq (1 + \delta_d)\|\mathbf{x}_I\|_2^2
\]

for all \(\mathbf{x}_I \in \mathbb{R}^{|I|}\). We identify \(\delta_{dk}\), the block RIP constant, as the infimum of all parameters \(\delta_d\) for which the BRIP holds, i.e.

\[
\delta_{dk} = \inf\{\delta_d: (1 - \delta_d)\|\mathbf{x}_I\|_2^2 \leq \|\mathbf{D}_I\mathbf{x}_I\|_2^2 \leq (1 + \delta_d)\|\mathbf{x}_I\|_2^2, \forall |I| \leq K, \forall \mathbf{x}_I \in \mathbb{R}^{|I|}\}.
\]
Lemma 1. (Uniformity of $\delta_{dk}$)
For any two integer numbers $K$ and $K'$, if $K \leq K'$, then we have,
$$\delta_{dk} \leq \delta_{dk'}.$$  (1)

Proof: See Appendix A.

Lemma 2. (Near-orthogonality of blocks)
Let $I, J \subseteq \{1, 2, \ldots, M\}$ be two disjoint sets, $I \cap J = \emptyset$. Assume that $\delta_{d(|I|+|J|)} \leq 1$, then all vectors $a \in \mathbb{R}^{d|I|}$ and $b \in \mathbb{R}^{d|J|}$,
$$\langle D_I a, D_J b \rangle \leq \delta_{d(|I|+|J|)} \|a\|_2 \|b\|_2.$$  (2)
and
$$\|D_I^H D_J b\|_2 \leq \delta_{d(|I|+|J|)} \|b\|_2.$$  (3)

where "$H$" is the conjugate transpose operator.

Proof: See Appendix B.

Definition 3. (Projection and Residue) Suppose $y \in \mathbb{R}^L$ and $D_I \in \mathbb{R}^{L \times |I|d}$. Assume that $D_I$ is a matrix of full column rank $(|I|d \leq L)$, then the Moore-penrose pseudoinverse of $D_I$ can be denoted by $D_I^H = (D_I^H D_I)^{-1} D_I^H$. The projection operator of $y$ onto span($D_I$) is defined as,
$$y_p = \text{proj}(y, D_I) = D_I D_I^H y,$$
and the residue vector of the projection is defined as,
$$y_r = \text{resid}(y, D_I) = y - y_p.$$  (4)

Lemma 3. (Orthogonality of the residue) For any vector $y \in \mathbb{R}^L$ and sampling matrix $D_I \in \mathbb{R}^{L \times |I|d}$ of full column rank $(|I|d \leq L)$, if $y_r = \text{resid}(y, D_I)$, then we have,
$$D_I^H y_r = 0.$$  (5)

Proof: See Appendix C.

Lemma 4. (Approximation of the projection residue) Suppose a matrix $D \in \mathbb{R}^{L \times N}$, let $I, J \subseteq \{1, 2, \ldots, M\}$ be two disjoint sets and $\delta_{d(|I|+|J|)} \leq 1$. Moreover, let $y \in \text{span}(D_I)$, $y_p = \text{proj}(y, D_J)$ and $y_r = \text{resid}(y, D_J)$. Then,
$$\|y_p\|_2 \leq \frac{\delta_{d(|I|+|J|)}}{1 - \delta_{\text{max}(d|I|, d|J|)}} \|y\|_2.$$  (6)
and
$$\left(1 - \frac{\delta_{d(|I|+|J|)}}{1 - \delta_{\text{max}(d|I|, d|J|)}}\right) \|y\|_2 \leq \|y_r\|_2 \leq \|y\|_2.$$  (7)

Proof: See Appendix D.

3. THE BSP ALGORITHM

In this section we present our proposed algorithm method. Prior to this, we consider the OMP and SP algorithms. As can be seen in Algorithm 1, the SP method [22] selects $K$ indices related to the largest correlation amplitude in every stage of estimation, whilst only one index is selected in OMP method [10]. In addition to this property of choosing $K$ number of indices which are the estimation of the correct
support set \( T \), it would edit and refine its own set of \( K \) indices. This would bring the estimated support set close to correct support set (this cannot be done in the family of OMP algorithm). In our proposed BSP algorithm (Algorithm 2), contrary to BOMP, in which in each stage only the block index that is best matched to residual vector is chosen \([7]\), it selects the \( K \) block indices which have the largest correlation. In addition, this selected set of \( K \) block indices in every iteration stage of estimation would not be constant and would be refined itself. As a result, the estimated support set would become very close to the correct support set in a way similar to the SP algorithm.

**Algorithm 1. SP Algorithm**

Input: sampling matrix \( \mathbf{D} \), measurement vector \( \mathbf{y} \), sparsity \( K \)

Initialize:

\[
I = 0 \\
h^l = \mathbf{D}^H \mathbf{y} \\
T^0 = \{ K \text{ first indices in descending sort } | h^l(j) | \} \\
\mathbf{y}_r = \text{resid}(\mathbf{y}, \mathbf{D}_{T^0})
\]

Iteration:

1) \( I = I + 1 \)
2) \( h^l = \mathbf{D}^H \mathbf{y}_r^{l-1} \)
3) \( \tilde{T}^l = T^{l-1} \cup \{ \text{d-block } K \text{ first indices in descending sort } | h^l(j) | \} \)
4) \( \mathbf{x}_p = \mathbf{D}^H_{\tilde{T}^l} \mathbf{y} \)
5) \( T^l = \{ K \text{ first indices in descending sort } | \mathbf{x}_p(j) | \} \)
6) \( \mathbf{y}_r = \text{resid}(\mathbf{y}, \mathbf{D}_{T^l}) \)
7) if \( \| y_r^l \|_2 \geq \| y_r^{l-1} \|_2 \), then \( T^l = T^{l-1} \) and quit

Output: The estimate signal \( \hat{\mathbf{x}} \), as \( \hat{\mathbf{x}}_{\{1,...,N\} \setminus T^l} = \mathbf{0} \) and \( \hat{\mathbf{x}}_{T^l} = \mathbf{D}^H_{T^l} \mathbf{y} \).

**Algorithm 2. BSP Algorithm (proposed algorithm)**

Input: sampling matrix \( \mathbf{D} \), measurement vector \( \mathbf{y} \), sparsity \( K \), block length \( d \)

Initialize:

\[
I = 0 \\
h^l = \mathbf{D}^H \mathbf{y} \\
T^0 = \{ \text{d-block } K \text{ first indices in descending sort } \| h^l[j] \|_2 \} \\
\mathbf{y}_r = \text{resid}(\mathbf{y}, \mathbf{D}_{T^0})
\]

Iteration:

1) \( I = I + 1 \)
2) \( h^l = \mathbf{D}^H \mathbf{y}_r^{l-1} \)
3) \( \tilde{T}^l = T^{l-1} \cup \{ \text{d-block } K \text{ first indices in descending sort } \| h^l[j] \|_2 \} \)
4) \( \mathbf{x}_p = \mathbf{D}^H_{\tilde{T}^l} \mathbf{y} \)
5) \( T^l = \{ \text{d-block } K \text{ first indices in descending sort } \| \mathbf{x}_p[j] \|_2 \} \)
6) \( \mathbf{y}_r = \text{resid}(\mathbf{y}, \mathbf{D}_{T^l}) \)
7) if \( \| y_r^l \|_2 \geq \| y_r^{l-1} \|_2 \), then \( T^l = T^{l-1} \) and quit

Output: The estimate signal \( \hat{\mathbf{x}} \), as \( \hat{\mathbf{x}}_{\{1,...,N\} \setminus T^l} = \mathbf{0} \) and \( \hat{\mathbf{x}}_{T^l} = \mathbf{D}^H_{T^l} \mathbf{y} \).
4. ANALYSIS OF BSP USING BLOCK RIP

In this section, we investigate a sufficient condition for the exact reconstruction of any block-sparse signal using Block RIP. Four theorems are considered that are a block version of corresponding theorems in [22]. However, the main conclusion of our work is included in theorem 1.

Theorem 1. Suppose that $x \in \mathbb{R}^N$ be a $d$-block $K$-sparse signal and let its measurement vector be $y = Dx \in \mathbb{R}^N$. If the sampling matrix $D$ satisfies the BRIP with constant

$$\delta_{3dk} < 0.1672,$$

then the BSP algorithm is guaranteed to exactly recover $x$ from $y$ via a finite number of iterations.

To prove the main theorem in this paper, the three original theorems should be considered which are as follows.

Theorem 2. The following inequality is valid,

$$\|x_{T \setminus \hat{T}_l}\|_2 \leq \frac{2\delta_{3dk}}{1-\delta_{3dk}} \|x_{T \setminus \hat{T}_{l-1}}\|_2$$

that $\|x_{T \setminus \hat{T}_l}\|_2$ and $\|x_{T \setminus \hat{T}_{l-1}}\|_2$ stand for residue signal coefficient vector corresponding to the support set estimate $\hat{T}_l$ and residue signal based upon the estimate of $\text{supp}(x)$ before the $l^{th}$ iteration of the BSP algorithm, respectively.

Proof: Our proof is divided into two stages. At the first stage, it is shown how the measurement residue $y_{t-1}^r$ is connected to $x_{t-1}^{l-1}$,

$$y_{t-1}^r = D_{T \setminus \hat{T}_{l-1}} x_{t-1}^{l-1} = \begin{bmatrix} D_{T \setminus \hat{T}_{l-1}} & D_{T \setminus \hat{T}_{l-1}} \\ \hat{T}_{l-1} & x_{p,T_{l-1}} \end{bmatrix}^T,$$

for some $x_{t-1}^{l-1} \in \mathbb{R}^{\|T_l \cup \hat{T}_{l-1}\|}$ and $x_{p,T_{l-1}} \in \mathbb{R}^{\|T_{l-1}\|}$. Furthermore,

$$\|x_{p,T_{l-1}}\|_2 \leq \frac{\delta_{2dk}}{1-\delta_{2dk}} \|x_{T \setminus \hat{T}_{l-1}}\|_2$$

To consider (10), it is clear that,

$$y_{t-1}^r = \text{resid}(y, D_{T_l^{l-1}}) = \text{resid}(D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}} + D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}, D_{T_{l-1}})$$

$$= \text{resid}(D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}, D_{T_{l-1}}) + \text{resid}(D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}, D_{T_{l-1}})$$

$$= \text{resid}(D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}, D_{T_{l-1}}) + 0$$

$$= (D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}) - D_{T_{l-1}} ((D_{T_{l-1}}^H D_{T_{l-1}})^{-1} D_{T_{l-1}}^H) D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}$$

$$= \begin{bmatrix} D_{T \setminus \hat{T}_{l-1}} & D_{T_{l-1}} \\ \hat{T}_{l-1} & x_{p,T_{l-1}} \end{bmatrix}^T,$$

so,

$$x_{p,T_{l-1}} = -(D_{T_{l-1}}^H D_{T_{l-1}})^{-1} D_{T_{l-1}}^H (D_{T \setminus \hat{T}_{l-1}} x_{T \setminus \hat{T}_{l-1}}).$$

In addition, we have this BRIP definition, (let $D_{l} = D_{T_{l-1}}^H D_{T_{l-1}}$)
$$\|x_{T, T^l-1}\|_2 = \| (D_{T, T^l-1}^HD_{T, T^l-1})^{-1} D_{T, T^l-1} (D_{T, T^l-1} x_{T, T^l-1}) \|_2$$

$$\leq \frac{1}{1 - \delta_{dk}} \| D_{T, T^l-1} (D_{T, T^l-1} x_{T, T^l-1}) \|_2$$

(3)

$$\leq \frac{\delta_{dk}}{1 - \delta_{dk}} \| x_{T, T^l-1} \|_2$$

(1)

and here, proof of the first step is completed. Now, in this step, we show that,

$$\| x_{T, T^l-1} \|_2 \leq \frac{2\delta_{dk}}{(1 - \delta_{dk})^2} \| x_{T, T^l-1} \|_2$$

At first, we define,

$$T^l_\lambda = \bar{T}^l - T^l - 1.$$

Based on the recent definition and considering BSP algorithm, $T^l_\lambda$ contains the $K$ indices corresponding to the largest magnitude entries, the $D^H y_r^{l-1}$, therefore,

$$\| D^H_{T^l_\lambda} y_r^{l-1} \|_2 \geq \| D^H y_r^{l-1} \|_2 \geq \| D^H_{T^l-1} y_r^{l-1} \|_2$$

By removing the common block columns between $D_{T^l_\lambda}$ and $D_{T^l-1}$ and noting that $T^l_\lambda \cap T^{l-1} = \emptyset$, we can write,

$$\| D^H_{T^l_\lambda - (T^l_\lambda \cap T^{l-1})} y_r^{l-1} \|_2 \geq \| D^H_{T^l-1} y_r^{l-1} \|_2$$

This implies that,

$$\| D^H_{T^l_\lambda - (T^l_\lambda \cap T^l)} y_r^{l-1} \|_2 \geq \| D^H_{T^l-1} y_r^{l-1} \|_2$$

Therefore,

$$\| D^H_{T^l_\lambda} y_r^{l-1} \|_2 \geq \| D^H_{T^l-1} y_r^{l-1} \|_2$$

The left hand side of (13) can be derived to be equal to,

$$\| D^H_{T^l_\lambda} y_r^{l-1} \|_2 = \| (D^H_{T^l_\lambda} T^l_\lambda x_r^{l-1}) \|_2$$

(10)

$$\leq \delta_{|T^l_\lambda - T^l \cup (T^l \cup T^l - (T^l_\lambda - T^l))|} \| x_r^{l-1} \|_2 = \delta_{|T^l_\lambda - T^l \cup T^l - (T^l_\lambda - T^l)|} \| x_r^{l-1} \|_2 \leq \delta_{3dk} \| x_r^{l-1} \|_2$$

(14)
Combining (13), (14) and (15),
\[
\delta_{3dk}\|x_r^{l-1}\|_2 \geq (1 - \delta_{dk}) \|x_r^{l-1}\|_2 - \delta_{3dk}\|x_r^{l-1}\|_2 \\
- \delta_{3dk}\|x_r^{l-1}\|_2 \Rightarrow \|x_r^{l-1}\|_2 \leq \frac{2\delta_{3dk}}{1 - \delta_{3dk}}\|x_r^{l-1}\|_2
\]  
(16)

Now, the explicit form of \( x_r^{l-1} \) in (10) is manipulated.

Therefore,
\[
(x_r^{l-1})_{T-T^{l}} = x_{T-T^{l-1}} \Rightarrow x_r^{l-1} = x_{T-T}
\]  
(17)

and also,
\[
\|x_r^{l-1}\|_2 \leq \|x_{T-T^{l-1}}\|_2 + \|x_{p,T^{l-1}}\|_2 \\
\leq \frac{1 + \delta_{2dk}}{1 - \delta_{2dk}}\|x_{T-T^{l-1}}\|_2 \leq \frac{1}{1 - \delta_{3dk}}\|x_{T-T^{l-1}}\|_2
\]  
(18)

Substitute (17) into (16) and then using (18) shows that,
\[
\|x_{T-T^{l}}\|_2 \leq \frac{2\delta_{3dk}}{(1 - \delta_{3dk})^2}\|x_{T-T^{l-1}}\|_2
\]

which completes the proof of Theorem 2.

**Theorem 3.** It holds that
\[
\|x_{T-T}\|_2 \leq \frac{1 + \delta_{3dk}}{1 - \delta_{3dk}}\|x_{T-T}\|_2
\]

in which \( x_{T-T^{l}} \) stand for residual signal based upon the estimate of \( \text{supp}(x) \) after the \( l^{th} \) iteration and \( x_{T-T^{l}} \) is similar theorem 2.

Before proving this Theorem, when considering the BSP algorithm, it can be concluded that, \( x_p = D_{\tilde{T}^l}\) is interpreted as projection coefficient vector. Let us define smear vector as,
\[
\varepsilon = x_p - x_{T-T^{l}},
\]

which is non-zero when \( T \not\subseteq \tilde{T}^l \) [22]. We must show that \( \|\varepsilon\|_2 \) is small and then consider the main problem in Theorem 3. To get the desired result, the proof is divided into three sections. In the first section, it can be shown that,
\[
\|\varepsilon\|_2 \leq \frac{\delta_{3dk}}{1 - \delta_{3dk}}\|x_{T-T^{l}}\|_2
\]  
(19)

In the second section, it is shown that,
\[
\|x_{T\cap(T^{l-1})}\|_2 \leq 2\|\varepsilon\|_2,
\]  
(20)

and finally,
\[
\|x_{T-T}\|_2 \leq \frac{1 + \delta_{3dk}}{1 - \delta_{3dk}}\|x_{T-T^{l}}\|_2
\]  
(21)
Proof: To prove (19), note that $x$ is supported on $T$, i.e., $x_{\neq T} = 0$,

$$
x_p = D_\tilde{T}^T y = D_\tilde{T}^T D_\tilde{T} x_\tilde{T} = D_\tilde{T}^T D_\tilde{T} x_{T \cap \tilde{T}^l} + D_\tilde{T}^T D_{T - \tilde{T}^l} x_{T - \tilde{T}^l} + D_\tilde{T}^T D_{T - \tilde{T}^l} x_{T - \tilde{T}^l} = x_{\tilde{T}^l} + D_\tilde{T}^T D_{T - \tilde{T}^l} x_{T - \tilde{T}^l}.
$$

In addition to,

$$
\parallel \epsilon \parallel_2 = \parallel x_p - x_{\tilde{T}^l} \parallel_2 = \parallel (D_{\tilde{T}^l}^H D_{\tilde{T}^l})^{-1} (D_{\tilde{T}^l}^H (D_{T - \tilde{T}^l} x_{T - \tilde{T}^l})) \parallel_2
\leq \frac{\delta_{3dk}}{1 - \delta_{3dk}} \parallel x_{T - \tilde{T}^l} \parallel_2 \leq \frac{\delta_{3dk}}{1 - \delta_{3dk}} \parallel x_{T - \tilde{T}^l} \parallel_2.
$$

To prove (20), assume an arbitrary index set $T' \subseteq \tilde{T}^l$ that $T \cap T' = \emptyset$ and $|T'| = K$. It is clear that $T'$ exists because $|\tilde{T}^l - T| \geq K$.

Since,

$$(x_p)_{T'} = (\epsilon + x_{\tilde{T}^l})_{T'} = \epsilon_{T'} + (x_{\tilde{T}^l})_{T'} = \epsilon_{T'} + x_{T'},$$

so, we have

$$
\parallel (x_p)_{T'} \parallel_2 \leq \parallel \epsilon \parallel_2.
$$

According to the BSP algorithm, $\tilde{T}^l - T^l$ is chosen to contain the $K$ smallest projection coefficients. Therefore,

$$
\parallel (x_p)_{\tilde{T}^l - T^l} \parallel_2 \leq \parallel (x_p)_{T'} \parallel_2 \leq \parallel \epsilon \parallel_2.
$$

By decomposition of the left hand side of (23),

$$
\parallel (x_p)_{\tilde{T}^l - T^l} \parallel_2 = \parallel (\epsilon + x_{\tilde{T}^l})_{\tilde{T}^l - T^l} \parallel_2 = \parallel \epsilon_{\tilde{T}^l - T^l} + x_{\tilde{T}^l - T^l} \parallel_2
\geq \parallel x_{\tilde{T}^l - T^l} \parallel_2 - \parallel \epsilon_{\tilde{T}^l - T^l} \parallel_2 \Rightarrow \parallel x_{\tilde{T}^l - T^l} \parallel_2 \leq \parallel (x_p)_{\tilde{T}^l - T^l} \parallel_2 + \parallel \epsilon \parallel_2
$$

By combination of (23) and (24) and $x_{\tilde{T}^l - T^l} = x_{T \cap (\tilde{T}^l - T^l)}$, we have,

$$
\parallel x_{T \cap (\tilde{T}^l - T^l)} \parallel_2 \leq 2 \parallel \epsilon \parallel_2.
$$

This derives the proof (20). Note that this result shows that the energy focused on the error signal components is small.

Finally to prove (21), since

$$
x_{T - T^l} = [x_{T \cap (\tilde{T}^l - T^l)}, x_{T - \tilde{T}^l}]^H,$$

we have,
\[
\|x_{T-T^l}\|_2 \leq \left\|x_{T-T^l(T^l-T^l)}\right\|_2 + \left\|x_{T-T^l}\right\|_2 \leq 2\|\varepsilon\|_2 + \left\|x_{T-T^l}\right\|_2
\]
\[
\leq \left(\frac{2\delta_{3dk}}{1 - \delta_{3dk}} + 1\right)\left\|x_{T-J^l}\right\|_2 = \frac{1 + \delta_{3dk}}{1 - \delta_{3dk}}\left\|x_{T-J^l}\right\|_2
\]
which completes the proof.

Theorem 4 is now considered, which helps to prove the sufficient condition presented in Theorem 1. Before it, we note that in the BSP algorithm the residue that was shown as " \(y_r\) " should be decreased in each iteration, i.e.,

\[
\|y_r^l\|_2 < \|y_r^{l-1}\|_2
\]

**Theorem 4.** For each iteration of the BSP algorithm we have,

\[
\|y_r^l\|_2 \leq \frac{\sqrt{1 - \delta_{dk}^2}}{1 - \delta_{dk} - \delta_{2dk}} C_k \|y_r^{l-1}\|_2,
\]

where \(C_k = \frac{2\delta_{3dk} (1 + \delta_{3dk})}{(1 - \delta_{3dk})^3}\).

**Proof:**

\[
\|y_r^l\|_2 = \|\text{resid}(y, D_{T^l})\|_2 = \|\text{resid}(D_{T-T^l}x_{T-T^l}, D_{T^l}) + \text{resid}(D_{T},x_{T^l}, D_{T^l})\|_2
\]
\[
= \|\text{resid}(D_{T-T^l}x_{T-T^l}, D_{T^l}) + 0\|_2 \leq \left\|D_{T-T^l}x_{T-T^l}\right\|_2 \leq \sqrt{1 + \delta_{dk}}\left\|x_{T-T^l}\right\|_2
\]
\[
\leq \sqrt{1 + \delta_{dk}}\left\|x_{T-T^l}\right\|_2 \leq \sqrt{1 + \delta_{dk}}\frac{2\delta_{3dk}(1 + \delta_{3dk})}{(1 - \delta_{3dk})^3}\left\|x_{T-T^l-1}\right\|_2
\]

\[(25)\]

In addition

\[
\|y_r^{l-1}\|_2 = \|\text{resid}(y, D_{T^l(l-1)})\|_2 = \|\text{resid}(D_{T-T^l(l-1)}x_{T-T^l(l-1)}, D_{T^l(l-1)})\|_2
\]
\[
\geq \left(\frac{1 - \delta_{dk} - \delta_{2dk}}{1 - \delta_{dk}}\right)\left\|D_{T-T^l(l-1)}x_{T-T^l(l-1)}\right\|_2 \geq \frac{1 - \delta_{dk} - \delta_{2dk}}{1 - \delta_{dk}}\sqrt{1 - \delta_{dk}}\left\|x_{T-T^l(l-1)}\right\|_2
\]
\[
= \frac{1 - \delta_{dk} - \delta_{2dk}}{\sqrt{1 - \delta_{dk}}}\left\|x_{T-T^l(l-1)}\right\|_2 \Rightarrow \left\|x_{T-T^l(l-1)}\right\|_2 \leq \frac{\sqrt{1 - \delta_{dk}}}{1 - \delta_{dk} - \delta_{2dk}} \left\|y_r^{l-1}\right\|_2
\]
\[(26)\]

Substituting (26) in (25),

\[
\|y_r^l\|_2 \leq \frac{\sqrt{1 - \delta_{dk}^2}}{1 - \delta_{dk} - \delta_{2dk}} \cdot \frac{2\delta_{3dk}(1 + \delta_{3dk})}{(1 - \delta_{3dk})^3} \left\|y_r^{l-1}\right\|_2
\]
\[(27)\]

Now, theorem 1 can be proven. From iteration stopping criterion, we have,

\[
\frac{\sqrt{1 - \delta_{dk}^2}}{1 - \delta_{dk} - \delta_{2dk}} \cdot \frac{2\delta_{3dk}(1 + \delta_{3dk})}{(1 - \delta_{3dk})^3} < 1
\]
\[(28)\]

To solve the above Inequality, there are several methods which can be used.

Method 1: Substitute \(\delta_{3dk}\) for \(\delta_{dk}\) and \(\delta_{2dk}\) and change it into an inequality with only one variable and considering the permitted limits for variable \(\delta_{3dk}\), it can be calculated (as it was calculated in [22]). However, there are different methods with higher accuracy such as those shown below.

Method 2: Using Maclaurin series expansion we have,

\[
(1 - x)^{1/2} = 1 - 1/2x - (3x^2/2)\]
for some $\alpha > 0$ (if $x > 0$) $\Rightarrow 1 - 1/2x > (1 - x)^{1/2}$.

Therefore,

$$\frac{\sqrt{1 - \delta_{dK}^2} < 1 - 1/2 \delta_{dK}^2}{1 - \delta_{dK} - \delta_{2dK}}.$$

Hence, sufficient condition for the Inequality (28) is

$$\frac{1 - 1/2 \delta_{dK}^2}{1 - \delta_{dK} - \delta_{2dK}} \cdot \frac{2 \delta_{3dK} (1 + \delta_{3dK})}{(1 - \delta_{3dK})^3} < 1$$

It is now possible to write $\delta_{3dK}$ versus $\delta_{dK}$ and $\delta_{2dK}$, as $0 < \delta_{dK} \leq \delta_{2dK} \leq \delta_{3dK} < 1$ and $\delta_{dk} + \delta_{2dk} \neq 1/2$, the above problem would be changed into a non-linear optimization problem where different methods can be used to solve them.

Method 3: There is an easier method to solve this problem and its accuracy is dependent on the steps that are used. Since the limits of our results are known ($0 < \delta_{3dK} < 1$), all of the answers can be checked using simple computer programming precisely (for example, 0.0001) and the final answer can be achieved. The relationship $\delta_{dK} \leq \delta_{2dK} \leq \delta_{3dK}$ is also always considered.

Method 3 has been selected to solve the Inequality (28). Then the result is obtained as $\delta_{3dK} < 0.1672$, so the correctness of Theorem 1 is confirmed. As can be observed, the dependency of the upper limit to the value of $K$ was eliminated and we reached the upper limit of $\delta_{3dK}$ which was also independent of $K$.

5. SIMULATION RESULTS

With the purpose of evaluating the complexity and accuracy of our proposed algorithm, some simulation experiments have been carried out which are considered in the following. In our simulation, $N$ and $L$ values are assumed to be 1000 and 400, respectively. Based on uniqueness theorem [23], the unique condition of the sparsest solution is: $\|x\|_0 = (K \times d) < L = 200$.

In order to change the block sparsity for a certain block length ($d$), the value of $K$ is varied from 1 to $200d$ (for distinctive values of $d = 2, 5, 8$). For every value of $K$ in a certain value of $d$, source vector of $x$ should be artificially generated. With the purpose of generating this block $K$-sparse signal, at first, the nonzero $K$ block location is randomly selected. Then, a value of normal distribution $N(0, 1)$ is chosen for every $d$ element of selected block. The rest of $K$ selected blocks are considered to be equal to zero. For the sampling matrix $D$, elements are randomly chosen on the normal distribution and later it’s columns elements are normalized to unity. Considering vector $x$ and matrix $D$, the measurement vector $y$ is calculated. Based on the value of matrix $D$, vector $y$ and our proposed algorithm, the vector $\hat{x}$ can be estimate. These experiments for each distinct value of $d$ are repeated 200 times. For each iteration, the dimension of vectors and matrices stay constant, whilst the values of source vector $x$ and sampling matrix $D$ are randomly selected. The results are as follows:

A) In figures 1, 2, and 3, the frequency of exact reconstruction which is the criteria for the accuracy [5] against different levels are drawn for three different conditions $d = 2, d = 5$ and $d = 8$. Our interest in these figures is the block sparsity level at which the frequency of exact reconstruction drops below 1. This level is named "critical block sparsity". As it can be concluded from the results of simulation, critical block sparsity of BSP algorithm by far exceeds the BOMP and mixed $l_2/l_1$-norm algorithms. We also see experimentally that BSP has better performance than SP when the source signal is block-sparse. The advantages of the BSP algorithm compared to the other considered methods, even though the block length
is small, are more distinguishable.

![Graph 1](image1.png)

**Fig. 1.** Performance of SP, BOMP, L2/L1, and BSP for d=2.

![Graph 2](image2.png)

**Fig. 2.** Performance of SP, BOMP, L2/L1, and BSP for d=5

![Graph 3](image3.png)

**Fig. 3.** Performance of SP, BOMP, L2/L1, and BSP for d=8

B) In this part, we consider the complexity of the proposed method and compare it with other methods. For evaluation of complexity, the CPU time is used. Although it is not an exact criterion, it gives us an approximate of the complexity. Our simulation is presented in MATLAB 7.10 environment using an Intel core 2 Duo 2.8GHz CPU with 4GB of memory, and under Microsoft Windows 7 operating system. In Table 1, the average CPU time for different block length and block sparsity levels for all algorithms are tabulated.

It is concluded from numerical results that BSP is faster than BOMP. Consequently, selecting $K$...
indices of blocks whilst considering the error occurrence (BSP) is a faster method than selecting \( K \) indices in the \( K \) numbers of separate stages (BOMP). L2/L1 is the slowest because of using convex optimization methods. In addition, it can be seen that BSP has a better performance than SP in the recovery of block sparse signals. This is because BSP works directly with the block version of SP.

Table 1. The average CPU time for all algorithms

<table>
<thead>
<tr>
<th>Block Length (d)</th>
<th>Block Sparsity (K)</th>
<th>SP (second)</th>
<th>BOMP (second)</th>
<th>L2/L1 (second)</th>
<th>BSP (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0.015</td>
<td>0.006</td>
<td>9.98</td>
<td>0.012</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.07</td>
<td>0.03</td>
<td>11.1</td>
<td>0.018</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.075</td>
<td>0.47</td>
<td>12.1</td>
<td>0.064</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.0178</td>
<td>0.004</td>
<td>5.3</td>
<td>0.007</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>0.068</td>
<td>0.014</td>
<td>5.7</td>
<td>0.008</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>0.088</td>
<td>0.19</td>
<td>7.6</td>
<td>0.057</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.03</td>
<td>0.005</td>
<td>4.2</td>
<td>0.006</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>0.06</td>
<td>0.01</td>
<td>4.4</td>
<td>0.007</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>0.08</td>
<td>0.12</td>
<td>5.9</td>
<td>0.06</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this paper, for block-sparse signals recovery, an efficient new method is introduced, namely BSP. The motivation for studying block-sparse signals is that in many applications the nonzero elements of the interested signal appear in clusters. It is experimentally shown that BSP produces better recovery performance than SP, BOMP, and L2/L1 as well, because it is usually faster than them. In addition, the recovery performance of BSP using Block RIP was analyzed. It was shown that if sampling matrix \( \mathbf{D} \) satisfies Block RIP with the constant parameter \( \delta_{3dK} < 0.1672 \), then BSP can exactly reconstruct any block \( K \)-sparse signal.
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**APPENDIX A. PROOF OF LEMMA 1**

Based on Definition 1, for all $d$ -block $K^*$-sparse $x'$ we have,

$$(1 - \delta_d) \|x'\|_2^2 \leq \|Dx'\|_2^2 \leq (1 + \delta_d) \|x'\|_2^2$$

and if we let $\delta_{dK}$ be the infimum of all $\delta_d$,

$$(1 - \delta_{dK}) \|x\|_2^2 \leq \|Dx\|_2^2 \leq (1 + \delta_{dK}) \|x\|_2^2$$

while $K \leq K^*$ implies that all $d$ -block $K$-sparse $x \in \mathbb{R}^N$ can satisfy the above statement, therefore,

$$(1 - \delta_{dK}) \|x\|_2^2 \leq \|Dx\|_2^2 \leq (1 + \delta_{dK}) \|x\|_2^2$$

since $\delta_{dK}$ is defined as the infimum of all parameters $\delta_d$ that satisfy the recent inequality, we have,

$$\delta_{dK} \leq \delta_{dK}.$$
APPENDIX B. PROOF OF LEMMA 2

In the first part of Lemma, it is clear that if \( \|a\|_2 = 0 \) or \( \|b\|_2 = 0 \), then it is satisfied. Now, suppose they are both non-zero values and define

\[
a' = a / \|a\|_2, \quad b' = b / \|b\|_2, \quad x' = D_j a', \quad y' = D_j b'.
\]

Considering the definition of BRIP and the following value,

\[
\begin{bmatrix}
    a' \\
    b'
\end{bmatrix}
\]

we have,

\[
2(1 - \delta_{d(|I|+|J|)}) \leq \| x' + y' \|_2^2 = \left\| D_J D_J' \begin{bmatrix}
    a' \\
    b'
\end{bmatrix} \right\|_2^2 \leq 2(1 + \delta_{d(|I|+|J|)}), \tag{B.1}
\]

and similarly,

\[
2(1 - \delta_{d(|I|+|J|)}) \leq \| x' - y' \|_2^2 = \left\| D_J D_J' \begin{bmatrix}
    a' \\
    b'
\end{bmatrix} \right\|_2^2 \leq 2(1 + \delta_{d(|I|+|J|)}). \tag{B.2}
\]

From (B.1) and (B.2) we have,

\[
<x', y'> = \frac{\| x' + y' \|_2^2 - \| x' - y' \|_2^2}{4} \leq \delta_{d(|I|+|J|)},
\]

and

\[
-<x', y'> = \frac{\| x' - y' \|_2^2 - \| x' + y' \|_2^2}{4} \leq \delta_{d(|I|+|J|)},
\]

Therefore

\[
\frac{|<D_J a, D_J b>|}{\|a\|_2 \|b\|_2} = |<x', y'>| \leq \delta_{d(|I|+|J|)},
\]

and then,

\[
|<D_J a, D_J b>| \leq |<D_J a, D_J b>| \leq \|a\|_2 \|b\|_2 \delta_{d(|I|+|J|)}.
\]

To prove the second part of Lemma, it should be assumed that for any \( q \in \mathbb{R}^{|I|} : \|q\|_2 = 1 \)

\[
\left\| D_J' D_J b \right\|_2 = \max_q |(D_J q)' D_J b| = \max_q |<D_J q, D_J b>| \leq \max_q \delta_{d(|I|+|J|)} \|q\|_2 \|b\|_2 = \delta_{d(|I|+|J|)} \|b\|_2
\]

APPENDIX C. PROOF OF LEMMA 3

We have,

\[
D_J' y_r = D_J' (y - D_J (D_J' D_J)^{-1} D_J' y) = D_J' (y - (D_J' D_J)(D_J' D_J)^{-1} D_J' y) = 0.
\]

APPENDIX D. PROOF OF LEMMA 4

Suppose that \( y_p = D_J D_J' y = D_J x_p \) and \( y = D_J x \). From (2) and BRIP definition we have,
\[ \langle y_p, y \rangle = \langle y_p, x_p, D, x \rangle \leq \delta_{d(t+f)|t|} \| x_p \|_2 \| x \|_2 \]

\[ \leq \delta_{d(t+f)|t|} \frac{\| y_p \|_2 \| y \|_2}{\sqrt{1-\delta_{d(t+f)|t|}}} \leq \frac{\delta_{d(t+f)|t|}}{1-\delta_{max(d(t+f),d(f))}} \| y_p \|_2 \| y \|_2 \quad (D.1) \]

In addition, for the left side of the above inequality we can write,

\[ \langle y_p, y \rangle = \langle y_p, y_p + y_r \rangle = \| y_p \|_2^2 \quad (D.2) \]

Therefore, from (D.1) and (D.2) we have,

\[ \| y_p \|_2 \leq \frac{\delta_{d(t+f)|t|}}{1-\delta_{max(d(t+f),d(f))}} \| y \|_2 \]

In order to prove the Eq. (7), triangular inequality is used as follows,

\[ \| y_r \|_2 = \| y - y_p \|_2 \geq \| y \|_2 - \| y_p \|_2 \quad (D.3) \]

\[ \geq (1 - \frac{\delta_{d(t+f)|t|}}{1-\delta_{max(d(t+f),d(f))}}) \| y \|_2 \]

Furthermore,

\[ \| y_r \|_2^2 + \| y_p \|_2^2 = \| y \|_2^2 \quad (D.4) \]

where \( \| y_p \|_2^2 \geq 0 \)

From (D.3) and (D.4) we have,

\[ (1 - \frac{\delta_{d(t+f)|t|}}{1-\delta_{max(d(t+f),d(f))}}) \| y \|_2 \leq \| y_r \|_2 \leq \| y \|_2 \]